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Abstract
Identifying anomalies, especially weak anomalies in constantly changing targets, is more difficult than in stable targets. In this article, we borrow the dynamics metrics and propose the concept of dynamics signature (DS) in multi-dimensional feature space to efficiently distinguish the abnormal event from the normal behaviors of a variable star. The corresponding dynamics criterion is proposed to check whether a star’s current state is an anomaly. Based on the proposed concept of DS, we develop a highly optimized DS algorithm that can automatically detect anomalies from millions of stars’ high cadence sky survey data in real-time. Microlensing, which is a typical anomaly in astronomical observation, is used to evaluate the proposed DS algorithm. Two datasets, parameterized sinusoidal dataset containing 262,440 light curves and real variable stars based dataset containing 462,996 light curves are used to evaluate the practical performance of the proposed DS algorithm. Experimental results show that our DS algorithm is highly accurate, sensitive to detecting weak microlensing events at very early stages, and fast enough to process 176,000 stars in less than 1 s on a commodity computer.
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1 INTRODUCTION

Anomaly detection methods have been widely used in astronomical data analysis. However, identifying an anomaly event completely hidden in the valley of a periodic variable star’s light curve is a challenging problem. The difficulty lies in that distinguishing the abnormal change from the normal behavior of a variable star is not easy. When we measure the position of a given periodic variable star in the brightness space, we may borrow the dynamics metrics (displacement, velocity, and acceleration) to describe a periodic variable star’s normal behaviors. Such dynamics metrics are named as the dynamics signature (DS) of a variable star in multi-dimensional feature space in this article. Because the dynamics states of an abnormal motion and a normal motion in the multi-dimensional feature space are very different, it will be easy to identify the abnormal motion from normal ones. We build DS to capture the track of any continuous normal
behaviors or normal motions. Once the DS is constructed, any dynamics state that cannot fit in the track will be regarded as an anomaly.

Under our scenario, a two-dimensional feature space that includes displacement and velocity dimensions is enough to capture a variable star's dynamics motion in one-dimension brightness space. A dynamics criterion, which means whether the distance between a star's current dynamics state is beyond a given threshold compared with the given DS, is proposed to identify the abnormal changes. The advantage of the proposed DS method is that it can discover abnormal changes that happened within the normal brightness range, which are hard to identify with existing brightness threshold-based methods. DS method is very sensitive to weak anomalies in brightness (less than 3-sigma threshold). We can employ the DS method to significantly reduce the false positive rate with high detection sensitivity.

Microlensing is a typical anomaly and the detection of gravitational microlensing events can aid in the discovery of galactic structure, planet, exoplanet, blackhole, with a broad range of masses and with distances up to thousands of light-years away from the earth. In this article, we will employ microlensing to design and evaluate our anomaly detection method.

One of the leading teams in microlensing detection is OGLE which is based at the Las Campanas Observatory, Chile. MACHO and EROS are two other important team efforts in microlensing. There are many new microlensing projects, such as KMTNet, MOA. All these projects advance microlensing research significantly.

A highly efficient anomaly detection algorithm that can be used in large scale sky survey data generated by wide-field high cadence telescopes is critical to significantly prompt the research in time-domain astronomy. This work focuses on real-time analysis of short-timescale anomaly in light curves based on the super-large field of view optical instruments. The ground-based wide-angle camera system (GWAC) is an array of 40 cameras designed to observe in the visible domain the prompt optical emission of gamma-ray bursts (GRBs). It is part of the ground segment for the SVOM (Space-based multi-band astronomical Variable Objects Monitor) mission. Although its primary mission is to observe GRB prompt emissions, the high-cadence nature of GWAC also makes it an ideal instrument for detecting transient events such as short-timescale gravitational microlensing events.

Given a large number of stars (about 176,000) that each GWAC camera will be observing and the short time (15 s) with which it produces new images, a sufficiently fast algorithm for detecting microlensing events at their early stages in real-time is another great challenge. Besides, the false positive rate should ideally be very close to zero to improve the efficiency of the follow-up telescopes. We target all these challenging problems in this article.

The major contributions of this article are as follows.

- The concept of DS is proposed to identify the anomaly in a periodic variable star. The DS built in multi-dimensional feature space can clearly distinguish the abnormal changes even within the normal brightness range.
- A highly optimized DS (dynamics signature) algorithm is presented to show how to implement this idea to detect short-timescale microlensing events in millions of periodic variable stars in real-time.
- Experimental results show that the proposed method is highly accurate to detect weak microlensing events at very early stages, and fast enough to process millions of stars in an online way under a practical scenario.

The rest of the article is organized as follows. In Section 2 we propose the basic idea of our method and formulate the question as a DS based anomaly identification problem. The corresponding DS algorithm description and detailed discussion are presented in Section 3. Two datasets are used to evaluate our method from different aspects and they are described in Section 4. We evaluate our method with a large number of light curves from different aspects and the experimental results are given in Section 5. The related research is presented in Section 6 and we conclude our work in Section 7.

2 | PROBLEM FORMULATION

The essential idea proposed in this article is the concept of DS which can be built in multi-dimensional dynamics feature space to capture the anomaly change of a variable star in brightness space.

To identify an anomaly such as a microlensing event, we need to distinguish the abnormal microlensing effect from the normal brightness behaviors of a variable star. The superposition of microlensing and normal behavior will often fall
into the brightness threshold (3-sigma is often used), so all the brightness threshold-based methods cannot identify the microlensing event hidden in the valley of a variable star’s light curve.

We employ the dynamics metrics to analyze different anomalies and find that the motion of a periodic variable star will have a significant change in multi-dimensional feature space if an anomaly event happens. This finding inspires us to propose the concept of the DS of a periodic variable star to identify anomalies, such as microlensing events.

### 2.1 Dynamics signature

For a given star, its brightness value at time \( t \) can be expressed as \( m(t) \). The first-order differential of \( m(t) \), \( m'(t) \), which means the change of brightness at time \( t \), is another essential feature that shows the dynamics behavior of a variable star. The higher-order differential of \( m(t) \) can also be used if necessary. Here in this article, we employ \( m(t) \), \( m'(t) \) that are often called displacement and velocity in dynamics metrics as the basic features to build the DS of a periodic variable star.

For the same brightness value, the corresponding value in brightness change may be very different, and vice versa. Since both \( m(t) \) and \( m'(t) \) can be used to investigate the dynamics behaviors of a variable star from different views, in this article we combine them together as a tuple \(<m(t), m'(t)>\) to be one point in a two-dimensional feature space. All such points will form the complete DS of a given star. A DS is the track of a variable star in a two-dimensional feature space.

If the period of a variable star is \( T \), we will have \( m(t) = m(t + T) \) and \( m'(t) = m'(t + T) \). So the complete DS can be expressed as a set with the formula below.

\[
DS = \{<m(t), m'(t)> | t_0 \leq t < t_0 + T\}
\]  

where \( t_0 \) is any observation time point. Under practical scenarios, DS can be built from the normal history data which covers at least one period \( T \).

### 2.2 Dynamics distance and threshold

We propose the concept of dynamics distance to measure the Euclidean distance between a given dynamics state or point and a DS in the dynamics feature space. The larger the distance is, the higher possibility the given dynamics state is an outlier. So for a given dynamics state \( Y = <m(t_Y), m'(t_Y)> \), we will check if \( Y \) is far away enough from DS to decide it is an outlier or not. For simplicity, in Figure 1 the elliptic curve stands for a given DS and the red points stand for some anomalies that are far away from the DS.

For any dynamics state \( Y = <m(t_Y), m'(t_Y)> \), let \( X = <m(t_X), m'(t_X)> \in DS \) be any dynamics state of a given DS. The distance Dist\((Y, DS)\) between \( Y \) and DS is defined as follows.

\[
\text{Dist}(Y, DS) = \text{Min} \left\{ \sqrt{(m(t_Y) - m(t_X))^2 + (m'(t_Y) - m'(t_X))^2} | X \in DS \right\}
\]  

**Figure 1** Schematic diagram to show how to identify anomaly events using the DS. The farther a point is from the DS, the more likely it is an anomaly.
Yet, this distance is calculated based on the absolute values of the brightness and its changing speed. We cannot use the same dynamics threshold value to measure the relative dynamics changes of different periodic variable stars. To solve this problem, we assume that both \( m(t) \) and \( m'(t) \) will follow the normal distribution. Thus we can calculate the mean (\( \mu \)) and SD (\( \sigma \)) of a time series and then transform any variable \( X \) into \( Z = (X - \mu)/\sigma \) following the standard normal distribution. In this way, we can use the same normalized dynamics threshold for different periodic variable stars. We use \( z_\cdot m(t) \) and \( z_\cdot m'(t) \) to stand for the normalized results of \( m(t) \) and \( m'(t) \). So the normalized distance from any dynamics state \( Y \) to DS can be defined as follows.

\[
\text{NormalizedDist}(Y, DS) = \text{Min} \left\{ \sqrt{(z_\cdot m(t_Y) - z_\cdot m(t_X))^2 + (z_\cdot m'(t_Y) - z_\cdot m'(t_X))^2} \mid \forall X \in DS \right\}
\] (3)

Given the dynamics threshold \( DT \), if \( \text{NormalizedDist}(Y, DS) > DT \), we will mark \( Y \) as an abnormal dynamics state.

Here we express light curve \( m(t) \) as a continuous function. Under a practical scenario, we will approximate it with discrete points. For microlensing detection, only when we detect several continuous anomaly points, we will give an alert.

### 3 | DS ALGORITHM DESIGN

In this section, we will present the detailed design on how to develop the DS-based algorithm to identify the weak anomalies. First, we should know how to build the DS using online observation data. Then a quick calculation method to measure the distance between a dynamics state and the corresponding DS is given. At last, we should know how to set up a suitable dynamics threshold to distinguish anomalous events from normal behaviors.

#### 3.1 | Generating the DS

Most variable stars have relatively simple light curves, with only one or at most two ascending and descending phases during one oscillatory period.\(^{17}\) Each magnitude value will therefore be associated with a few distinct possible rates of change (slopes). In fact, most magnitude values will only be associated with one positive and one negative slope, corresponding to the phase when the star is becoming dimmer and brighter, respectively.

Since we can only get discrete points in practical calculations, we will use \( \Delta m \) to replace or approximate \( m'(t) \) and employ \( <m, \Delta m> \) to build the DS of a given variable star. One DS summarizes the progression of a given variable star changing from one dynamics state to the next.

If we generate a DS showing the relationship between \( \Delta m \) and \( m \) using past historical data from a particular star, it will have a roughly elliptical shape. Any deviation from the expected track can be used as a reliable indicator that an anomaly has occurred.

In Figure 2, three examples are given to show how some microlensing events can be hidden into the valley of a variable star and how the anomalous change can be clearly identified in the two-dimensional dynamics feature space. The detailed procedures of the algorithm are given below.

The first step in the DS algorithm is to generate the DS, a ‘magnitude vs slope’ plot here from historical data that can be used as a reference to determine whether new data points are anomalous. The reference plot can be regenerated every day during the daytime when the telescope is not operating. In the current implementation, we use data points obtained in days from CurrentDay-32 to CurrentDay-2. Assuming around 8 h worth of observation per day and a refresh rate of 15 s, around 58,000 (30 days * 1920 observations) data points will be used for the reference plot for each star. We found that this provides a good balance between coverage and memory usage. Note that data points from the most recent 2 days are excluded to prevent anomalous observations to be included in the reference plot.

To obtain the approximate instantaneous slope at each data point, linear regression is performed on all data points generated in the 15 min period prior to it. Also, the average magnitude within the time window is also calculated. This pair of values \( (m, \Delta m) \) becomes a single point in the reference ‘\( m \) vs \( \Delta m \)’ plot. The same process is repeated for all remaining historical data points.

The window size of 15 min is chosen according to the timescale of the anomaly that we are interested to detect. Based on our experience, a window size of 15 min works well for identifying anomalies with timescales ranging from 1 h to around 1 day, which is the main focus of the current study. If the window size chosen is too short, the method will be too
FIGURE 2 Three examples of simulated light curves of variable stars (left) with weak microlensing signals present (shown in red), along with their corresponding 'm vs m' plots (right). The gaps in the light curves signify the intervals when the stars are not observed. The yellow vertical lines show the anomaly alert time of our DS algorithm. The 'm vs Δm' reference curves are the DSs of different variable stars. Anomalous signals will manifest themselves as deviations from the reference curves (red in right)

sensitive to random fluctuations caused by noise. On the other hand, anomalies that have shorter timescales would likely go undetected if the window size chosen is too long.

3.2 Calculating the dynamics distance

We use the GWAC system as an example of how to calculate the dynamics distance. GWAC takes a new image approximately every 15 s. When the latest magnitude reading for a particular star arrives, the corresponding m and Δm values will be calculated from the preceding 15-min window using the same method described in the previous section. Since our DS algorithm uses the latest 15 min of data to produce each (m, Δm) pair, real-time anomaly detection only begins 15 min after the telescope is first turned on. The number of data points in the 15-min window does not have to be constant, so
the algorithm can tolerate missing observations. However, we can set a minimum number of data points that need to be present in each 15-min window (currently 50) for the resulting \((m, \Delta m)\) values to count as a valid observation.

The DS algorithm then measures how much the new observation deviates from historical data by calculating the average Euclidean distance between the new \((m, \Delta m)\) point and its 20 nearest neighbors in the reference plot or DS. In order to do this efficiently, we developed a simple heuristic approach for identifying these closest neighbors. This involves transforming the in-memory representation of the reference curve using the steps described below. The procedure can be performed right after the reference plot is generated during maintenance time.

All \(m\) and \(\Delta m\) values are first normalized by dividing them with \(m_{\text{max}} - m_{\text{min}}\) and \((\Delta m)_{\text{max}} - (\Delta m)_{\text{min}}\), respectively (here we employ a simple normalization method). This has the effect of equalizing the scales in the \(x\) and \(y\)-axis, so that deviations in both \(m\) and \(\Delta m\) have equal contributions to the calculated deviation metric. Since the reference plots generated from stars’ light curves have roughly elliptical shapes, the reference plot is then partitioned in a circular manner into 360 slices of equal angular widths along its midpoint, defined simply as the point with the coordinate \((\frac{x_{\text{min}} + x_{\text{max}}}{2}, \frac{y_{\text{min}} + y_{\text{max}}}{2})\). The coordinate of each point is then converted into a polar coordinate which specifies a) which slice it belongs to and b) its distance from the midpoint. Each slice is represented with separate arrays containing the distances from the midpoint to the individual data points that fall in its area. Each slice is then individually sorted (see Figure 3). Since each historical data point is now represented with only a single number, this approach also significantly reduces memory usage.

When a new data point arrives, its \((m, \Delta m)\) coordinate can be quickly converted into a polar coordinate. The angular component is then used to find the corresponding slice. Meanwhile, the radial component is used to find the 20 nearest neighbors in the sorted array. This can be done efficiently using binary search.

#### 3.2.1 Corner cases

In some situations, the generated reference curve may not have a nice circular shape. First, it is possible that the reference dataset does not cover all phases of the star’s oscillation. This can occur, for example, when the period of the star happens to be a multiple of 1 day so that some phases can never be observed during night time. It is therefore possible that some slices in the boundary regions contain less than 20 historical data points (Figure 4A). When a new observation falls into
Figure 4: Illustrations of corner cases that require special treatment. (A) Light curve with incomplete phase coverage because some parts of its oscillation always occur during the day when the telescope is not operating. The boundary region may contain only a few reference points. (B) Light curve with a region that protrudes into the middle, causing several observation points to fall into slices that contain few of their actual closest neighbors.
these slices, the algorithm will simply calculate the average distance to all the available nearest neighbors in the slice. For observations that fall into empty slices, we can either choose to assign a very large deviation value or simply raise an alarm immediately. Although not currently implemented, it is also possible to use data points from neighboring slices to infer whether the newly observed data point still lies within the normal expected range.

The second problem that might occur is that for some stars, certain parts of their reference curve may protrude sharply into the middle area of the plot. When this happens, data points that lie near the edges of these protrusions may fall into slices that have very few of their actual nearest neighbors (Figure 4B). The consequence is that observations that are otherwise close to many reference data points can be misclassified as anomalies. To prevent such errors, the algorithm is set to stop looking for the next nearest neighbor when the distance to the last neighbor is more than 0.1 unit farther than the previous closest neighbor (note that the ranges in both $x$ and $y$-axis are normalized to 1). As an illustration, suppose an observation falls into a slice that contains reference data points whose distances from itself, sorted in ascending order, are as follows: $[0.003, 0.004, 0.15, 0.16, \ldots ]$. Since the distance from the third nearest neighbor is more than 0.1 units farther than the distance to the second nearest neighbors, only the first two nearest neighbors will be used to calculate the average deviation, giving a value of 0.0035.

### 3.3 Setting the dynamics threshold

After a deviation score or the dynamics distance is generated, the next decision we need to make is the dynamics threshold value at which we should raise an alarm. Here we use a similar approach to the one previously proposed for the OGLE mission.\(^{18,19}\) The algorithm is set to raise an alarm whenever the deviation score exceeds 12 times the historical RMS (Root-Mean-Square) deviation (for each individual star) for 20 consecutive times. Based on our experiments, this parameter combination results in a good balance between precision and recall, while still allowing the algorithm to provide an early notification for ongoing microlensing events.

### 4 DATASETS

In order to assess the performance of the DS algorithm, we tested it on two different light curve datasets. The first dataset contains typical sinusoidal light curves generated with different parameters so we can evaluate the performance of the proposed algorithm under very different scenarios. This dataset is identical to those used in the NFD algorithm\(^ {20}\) that has been successfully used in GWAC detection. The second dataset contains more practical light curves generated from a set of Fourier coefficients estimated from real variable stars\(^ {21}\) and this dataset is very close to the GWAC setting. We will inject simulated random noise and microlensing signals with varying lengths and magnitudes to the background light curves and check if the proposed algorithm can detect these microlensing signals.

#### 4.1 Sinusoidal light curve dataset

The first test set contains sinusoidal light curves with added noise and microlensing signals, generated with the same parameter combinations used in the “Large-scale Simulative Data Set” in the NFD study.\(^ {20}\) The dataset contains a total of 262,440 light curves. The background sine waves were generated for a total duration of 56 days. To simulate the real-world operating condition of GWAC, the light curves were simulated to be discontinuous, with observations occurring from 8 pm to 4 am each day, with 15 s intervals.

The microlensing signals were simulated using the following formula\(^ {22,23}\):

$$u_t = \sqrt{u_0^2 + \left(\frac{t - t_0}{t_E}\right)^2}$$

$$A_t = \frac{u_t^2 + 2}{u_t \sqrt{u_t^2 + 4}}$$

$$m_t = -2.5 \log_{10} A_t$$
where $m_t$ refers to the change in magnitude at time $t$; $t_0$ refers to the time when the microlensing effect is at its maximum; $u_0$ refers to the minimum angular separation at $t_0$ (controls the maximum peak of the microlensing signal), and $t_E$ is the Einstein time, which controls how long the microlensing lasts. The signals were placed on the light curve so that their peaks were centered on day 55 ($t_0 = 55$). Microlensing signals weaker than 0.01 magnitude are clipped to 0 to prevent misclassification of real detection of weak microlensing signals as false positives.

Real-time monitoring starts from day 40, while the first 40 days of data is used to simulate past historical data. Since the microlensing signal is centered on day 55, this means that the algorithm has around a 15-day window in which it can produce a false alarm. If a false alarm is produced, monitoring will immediately stop and the light curve will be classified as a false positive. If the algorithm successfully raises an alarm during the period in which the microlensing signal is present, the light curve will be counted towards the true positive category. On the other hand, if the algorithm fails to detect any anomaly after the end of the light curve, it will be classified as a false-negative. Accuracy is defined as the number of true positives divided by the total number of the tested light curves.

In addition to accuracy, we also calculated the average alert delay of the algorithm. Since the simulated microlensing signals are symmetrical in their temporal dimension, we simply denote the start and endpoint of a microlensing event with 0% and 100%, respectively. An alert delay of 50% means that the algorithm raises an alarm when the event is already 50% underway, or when the microlensing effect is at its peak.

### 4.2 Practical light curve dataset

To test the performance of our algorithm in a more realistic setting, we generated practical light curves using Fourier coefficients estimated from real variable stars, obtained from an online database. We filtered the database for stars with periods of 2 days or less, resulting in a total hit of 1429 light curves. The phase of the background light curve ($\Phi$) and the parameters for the added noise ($\sigma$) and microlensing signals ($u_0$ and $t_E$) are varied using the combinations shown in Table 1, for a total of 462,996 (1429*6*3*3*6) light curves. All other details including the total length of the light curves, the length, and interval of observations, where the microlensing peaks were placed on the background light curve, as well as the accuracy and alert delay calculations, were identical to the previous dataset (Section 4.1).

### 5 EXPERIMENTAL RESULTS

Based on the two datasets, we measure the false positive and false-negative rate of the algorithm as well as its alert delay. We also show how various parameters can affect such results. A comparison with the existing algorithm NFD that has been employed in the GWAC observation has been given. A discussion on the time and memory requirement of the algorithm is also presented. We use Python to quickly implement our algorithm using about 3000 lines of code.

#### 5.1 Results from sinusoidal light curve dataset

The DS algorithm has markedly better overall accuracy on the sinusoidal light curve dataset (85.6%). Furthermore, DS on average is able to detect microlensing signals at a much earlier stage (30.0% average alert delay). Over the roughly 15 days of observations, only 0.011% of the light curves in the sinusoidal dataset produced false positives. This means that if around 176,000 stars are being monitored by each GWAC camera, we can expect to get only 1.3 false positives per night for each camera.
One of our main goals in developing the DS algorithm was to design a method that has stable performance across a variety of background light curves and microlensing signals. In order to assess how different parameters affect how our algorithm behaves, we analyzed how its accuracy and alert delay changed with different parameter combinations. The results are presented in Figure 5. Since abnormal slopes for certain magnitude values will be captured by DS easily, it performs better at recognizing anomaly events that generate larger slope deviations.

As Figure 5A shows, DS’s accuracy gets progressively lower as the magnitudes of the microlensing events were lowered (their $u_0$ increased). While DS’s alert delay will become better (shorter) with larger $u_0$ or $t_E$ (see Figure 5B,D). More interestingly, the algorithm’s accuracy was generally higher for microlensing events that occurred across shorter durations ($t_E$) (Figure 5C), since shorter durations generally cause greater slope deviations. This means that, unlike the NFD algorithm which is more sensitive to anomaly events with longer durations, DS is better suited for identifying short-timescale events.

Another factor we examined was whether the ratio between the peak magnitude of the microlensing event (denoted as $A_m$) and the amplitude of the background wave ($A$) affects DS’s performance. As expected, a larger $A_m/A$ ratio led to a higher accuracy rate (Figure 5E). Although the range in accuracy appears large, it is important to note that for small $A_m/A$ ratios, only samples with the weakest microlensing signals (highest $u_0$) were included, since samples with $A > 1.5$ had been filtered out. When the complete dataset before the filtration step was analyzed, even at the lowest $A_m/A$ ratio, the algorithm still achieved around 75% accuracy.

Our results show that in general, the algorithm performed better at detecting microlensing events when the period of the background light curve was shorter, producing both slightly shorter alert delay and higher accuracy (Figure 5G,H). The likely explanation for this phenomenon is that light curves with shorter periods will naturally tend to have greater separation between their minimum and maximum slope. Therefore, this makes it easier for the algorithm to identify anomalies whose effects are relatively significant. If the separation between the minimum and maximum slope is small, then this middle area will be overfilled with reference data points, reducing our ability to distinguish anomalous signals. Also notice, however, that the algorithm’s accuracy seems to improve again for the highest period we tested ($T = 1$ day). While it is difficult to draw any conclusion from only a single value, it is possible that the underlying cause of this phenomenon is that as the period gets very large relative to the window size of 15 min, the star will behave more and more like a constant star with just a single constant near-zero slope, for which anomaly detection would be easier.

Out of all the parameters we altered, the amount of noise present in the light curve seemed to be one of the most significant factors that influenced DS’s performance. As with the other parameters we tested, noise level did not seem to be correlated with DS’s false positive rate. Instead, it negatively affects the algorithm’s sensitivity towards anomaly events. While the false-negative rate of the algorithm at 0.005 noise level was exactly 0%, it rose to 27.2% at the highest noise level of 0.2 (Figure 5I). At the same time, the algorithm’s alert delay increased from 10.5% to 37.7% (Figure 5J). It is easy to see why a high noise level hinders DS’s performance. As the light curve becomes noisier, the calculated $m$ and $\Delta m$ values for historical data points will have greater variance (the reference plot will become thicker). This reduces DS’s ability to discriminate against anomalous signals in the ‘$m$ vs $\Delta m$’ plot. It is possible to reduce this variance by lengthening the time window used to calculate the average $m$ and $\Delta m$. However, this would also reduce the algorithm’s ability in identifying anomaly events with shorter timescales. Investigating the interrelationships between window length, noise level, and the shape of the anomaly signal in an effort to determine the optimal algorithm parameters for different conditions is one potential avenue for further research.

### 5.2 Results from practical light curve dataset

When tested against the dataset containing more diverse types of complex light curves, our DS algorithm was still able to maintain high accuracy (94.8%) and low average alert delay (22.5%). 0.095% of the light curves resulted in false positives. Even though this rate is higher than for the sinusoidal dataset, note that the higher overall accuracy means that there is more room for us to tone down the sensitivity of the algorithm. The algorithm’s behavior as the background light curve and microlensing parameters were varied were similar in both the sinusoidal and the practical light curve dataset.

As explained before, one of the most important determinants of DS’s performance is the level of noise present in the background light curve. Since the main focus of the practical dataset was to test the performance of the algorithm on a variety of light curve shapes, the number of parameter combinations for the added noise and microlensing signal was intentionally reduced to keep the total number of light curves manageable. This likely explains the higher accuracy on this dataset. Note, however, that based on our experience handling a small scale ‘mini-GWAC’ dataset obtained from the National Astronomical Observatories of China, the maximum size of noise we used in the practical dataset...
FIGURE 5  The accuracy (left column) and alert delay (right column) of DS algorithm on the sinusoidal dataset as different parameters were varied. From top to bottom: 1. $u_0$ 2. $f_0$ (both control the shape of the microlensing signal) 3. $\ln(A_m/A)$ (log of the ratio between the max effect size of the microlensing signal and the peak amplitude of the background sine wave) 4. $T$ (the period of the background sine wave) 5. Noise level. Note that the scale in the y-axis may be different for each graph. The yellow horizontal lines show the average for the whole dataset.
TABLE 2  Comparison with the existing algorithm used in GWAC observation

<table>
<thead>
<tr>
<th>Method</th>
<th>Data sets</th>
<th>Accuracy</th>
<th>False positive</th>
<th>Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFD</td>
<td>Sinusoidal</td>
<td>67.2%</td>
<td>X</td>
<td>43%</td>
</tr>
<tr>
<td>DS</td>
<td>Sinusoidal</td>
<td>85.8%</td>
<td>0.019%</td>
<td>31.2%</td>
</tr>
<tr>
<td></td>
<td>Practical</td>
<td>94.8%</td>
<td>0.095%</td>
<td>22.5%</td>
</tr>
</tbody>
</table>

($\sigma = 0.1$ magnitude) is already sufficiently large. Furthermore, some of the changes we made to the microlensing parameters, that is, cutting the lower range of $u_0$ and increasing the upper range of $t_E$, should actually make it more difficult for DS to perform its detection. Overall, we believe that the results on the practical dataset should be more representative of how the algorithm will perform in real-life situations.

5.3  Performance comparison

To evaluate the effect of the proposed DS algorithm, we compare its results with the existing NFD algorithm that has been used in the real GWAC data processing. Table 2 shows the comparison results.

NFD did not have the related experiments on the practical dataset so we do not show the result of the practical dataset for NFD. At the same time, NFD also did not provide the false positive result so we show it with an “X”.

From Table 2 we can see that for the sinusoidal dataset, NFD’s accuracy is 67.2% and DS can improve the accuracy to 85.8% because the combined ($m$, $\Delta m$) can capture the changes in both displacement and velocity of a star’s brightness. Furthermore, the alert time of DS is also earlier than NFD about 11.8%.

For the practical dataset, since the light curves are built based on real stars and the noise parameter is set based on the GWAC observation data, the dataset can represent the real GWAC scenario well. The results show that both the accuracy and the alert time are better than the sinusoidal dataset. The accuracy is improved by 9% and the alert time is reduced by about 0.7%. The results show that DS algorithm is promising to achieve better performance under the practical scenarios.

5.4  Time and memory requirement

During real-time detection, the DS algorithm needs to perform the following computations at each timestep:

- Simple averaging and a linear regression using data from the last 15 min (around 60 data points) to obtain $m$ and $\Delta m$
- conversion of the ($m$, $\Delta m$) coordinate pair into its polar form and indexing into the correct slice
- locating the 20 nearest neighbors in the slice using binary search and calculate the average distance to those neighbors (simple subtractions)

On an Intel Core i7-6500U 2.5 GHz CPU, all of these steps altogether take less than 90 ms to complete for a single star. Here our large light curves processing problem is an embarrassingly parallel problem that means the light curves from different stars can be processed in parallel independently. So for more light curves, we can use more computing resources to achieve scalable performance. The total processing time required for the estimated 176,000 stars observed by a single GWAC camera can be brought down to less than 1 s with only 16 CPUs. The DS algorithm therefore far exceeds the minimum required performance needed for the GWAC system. Further code optimization would further improve the performance of the algorithm.

During maintenance time (normally daytime, but can also be done concurrently in the background), the reference curve for each star needs to be regenerated. Our testing shows that with the reference dataset size set to 30 days, the amount of time required to produce the reference curve for each star is around 0.1 s. This means that the reference plot for all 176,000 stars can be prepared in under 20 min using 16 CPUs. Notice that this refers to the amount of time needed to completely regenerate the reference plots from scratch. In practice, since it is likely that the midpoint will be relatively
stable from 1 day to the next, in most cases we can skip recalculating the polar coordinates for each data point and re-sorting all slices at every maintenance session.

The use of the heuristic method described in Section 3.2 allows us to compress historical data points from two-dimensional data to single-dimensional data, reducing the algorithm’s memory requirement by almost one-half. Assuming 8 h of continuous observation per day, with a history size of 30 days, we would need to store as many as 57,600 reference data points for each star. Since each data point can be stored using a single 32-bit floating point number, the total memory requirement for 176,000 stars would be less than 48 GB, well within the normal capacity of enterprise workstations.

6 RELATED WORK

There have been several microlensing detection projects, such as OGLE,10 MACHO,11 EROS,12 KMTNet.13 All the work has advanced the research in microlensing detection and time-domain astronomy. The data analysis problem in astronomy has become much more challenging and we must design more suitable methods to solve the problem.25 GWAC focuses on very short-timescale (from several hours to even minutes) anomalies. At the same time, the super large field of view and high cadence observation of GWAC bring a great challenging data processing problem. In this article, our method focuses on GWAC like wide-field and high cadence survey data.

Rebbapragada et al.26 proposed an unsupervised algorithm PCAD to identify microlensing events from catalogs of periodic variable stars. This phase alignment method can help to handle unsynchronized periodic time-series data. Raj-paul27 presented an evolutionary algorithm to perform autonomous fitting of gravitational microlensing lightcurves. Price-Whelan et al.28 presented a statistical search method to recover microlensing events in uniformly sampled data and this work can help constrain all-sky event rate predictions and tests microlensing signal recovery in large data sets. Nun et al.29 introduced a novel mixture of the experts’ outlier detection model to achieve better results than any single expert model using three fields from the MACHO catalog and generated a list of anomalous candidates. Chen et al.30 employed a hierarchical Gaussian process to create a general and stable model of time series for anomaly detection, and apply this approach to the light curve problem. Godines et al.31 used a random forest algorithm to search for microlensing in wide-field surveys even with low-cadence data. All these methods target offline survey data with relatively long timescales, the proposed method focuses on large online survey data with very short timescales.

The earliest attempt for a real-time detection system of microlensing signals which occur on variable stars was described by Wyrzykowski et al.23 Bozza et al.32 proposed a method to analyze weak microlensing events in real-time. The use of machine learning methods such as the hierarchical temporal memory (HTM)33 and the long short term memory (LSTM) Neural Networks34 have been proposed as potential ways to perform anomaly detection on time series data. However, our experiments show that such approaches are commonly too memory- and time-consuming for use in real-time settings involving large-scale data. Feng et al.24 explored the use of a modified ARIMA model called DARIMA (Dynamic Auto-Regressive Integrated Moving Average) which can dynamically adjust its model parameters during real-time processing of time series data. Kim et al.13 proposed an algorithm focusing on detecting “rising” events. Qiu et al.20 proposed a simple and easy method to implement an online NFD algorithm to detect outliers from millions of stars. Our method is inspired by all the related real-time methods and has better performance for detecting weak microlensing events.

Several important systems have been developed to detect microlensing, such as the real time data analysis systems in the OGLE-III survey,19 the Korea Microlensing Telescope Network (KMTNet) Alert Algorithm, and Alert System.13 A software package MulensModel15 was also developed for gravitational microlensing modeling and this kind of software will be very helpful for analyzing the microlensing events efficiently.

Beyond astronomy detection, anomaly detection has been widely employed in many different fields.1 Hardware Trojan detection36 can be solved using information entropy. Clustering the information entropy of different circuit logics can detect hardware Trojans. Anomaly detection can also solve some decision-decision problems. The uncertainty measure method using fuzzy soft sets37 can help to make decisions and an application has been used in COVID-19 diagnosis. Relative outlier distance and biseries correlations methods in 38 are used to distinguish the anomaly from changing points that have significant changes but are in a normal state. In popular wireless sensor networks, Safaei et al.39 provides an anomaly detection method with limited computational and communication capabilities, and nine time series related features are used in their method. Online multi-source VMware monitoring40 is an application very close to our scenario and a semi-supervised technique where a flat adaptive clustering technique has been used to build the training model.
We build our detection in phase space based on domain knowledge so our detection effect is much better than the general clustering method.

This article provides a novel dynamics view to detect the anomaly in multi-dimensional dynamics feature space. The advantage of the proposed method is that it can identify weak anomalies that are hard to be detected by other methods. At the same time, this view will also be helpful to analyze the dynamics behaviors of detected anomalies.

7 | CONCLUSION

This article provides a novel view to investigate the anomaly of a periodic variable star in brightness space with typical dynamics metrics. The concept of DS in a multi-dimensional dynamics features space is proposed to identify the anomalous changes from the baseline behaviors. The DS can be regarded as the normal track so any changing state far away from the track should be an anomaly. This is the basic idea of our anomaly detection method.

We employ two typical dynamics metrics (displacement and velocity) to capture the motion of a star in brightness space and construct a star’s DS in two-dimensional feature space. Our method can detect the anomaly caused either by displacement or by velocity or both of them, so it is much sensitive to detect weak anomalies that cannot be identified by the brightness only criteria.

Based on the basic idea of DS, we develop a highly optimized DS algorithm to identify anomalies from millions of stars’ online survey data in real-time. Taking advantage of the feature of a periodic variable star, we calculate \( K \) (in this article we select \( K = 20 \)) nearest neighbors to measure the deviation degree from given star’s Dynamic Signature or the ‘m vs \( \Delta m \)’ reference curve in our implementation. Polar coordinates are used to save half memory for signature data and locate the nearest neighbors quickly. The high performance of the proposed DS algorithm makes it easy to handle the online big data and trigger alarms at a very early stage of a microlensing event. Our linear regression method can generate stable brightness (displacement) and brightness changing speed (velocity) values, and this is very helpful to improve the accuracy of our algorithm.

Extensive experiments are conducted using two different kinds of datasets. The Sinusoidal light curve dataset is used to investigate how our DS algorithm’s performance will be affected by the microlensing parameters (\( u_0, t_E \)), magnitude ratio (\( A_m/A \)) between the microlensing event (\( A_m \)) and the background wave (\( A \)), the period of a given variable star and the noise level in the survey data. The experimental results show that our algorithm can achieve both higher accuracy and shorter delay between the start of the microlensing event and the time of detection under a wide range of parameter space. We also generated practical light curves using Fourier coefficients estimated from real variable stars to evaluate our algorithm under a practical scenario. Different phases of the background light curve, different SDs of the random Gaussian noise and different microlensing parameters (\( u_0 \) and \( t_E \)) are used to evaluate our method and experimental results show that our DS algorithm can gain even better performance both in accuracy (94.8%) and delay (22.5%) than that on the simulated dataset.

Our algorithm provides a powerful method for allowing one to easily identify anomalous data. This can be done even in situations where the time series has many discontinuities, and when the period or the mathematical model of the time series cannot be easily estimated beforehand. Although the current study focuses on gravitational microlensing, the same principle can potentially be applied in other domains which involve anomaly detection in periodic time series.
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