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Abstract—A regeneration-theory approach is undertaken to analytically characterize the average overall completion time in a distributed

system. The approach considers the heterogeneity in the processing rates of the nodes as well as the randomness in the delays imposed

by the communication medium. The optimal one-shot load balancing policy is developed and subsequently extended to develop an

autonomous and distributed load-balancing policy that can dynamically reallocate incoming external loads at each node. This adaptive

and dynamic load balancing policy is implemented and evaluated in a two-node distributed system. The performance of the proposed

dynamic load-balancing policy is compared to that of static policies as well as existing dynamic load-balancing policies by considering the

average completion time per task and the system processing rate in the presence of random arrivals of the external loads.
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1 INTRODUCTION

THE computing power of any distributed system can be
realized by allowing its constituent computational

elements (CEs), or nodes, to work cooperatively so that
large loads are allocated among them in a fair and effective
manner. Any strategy for load distribution among CEs is
called load balancing (LB). An effective LB policy ensures
optimal use of the distributed resources whereby no CE
remains in an idle state while any other CE is being utilized.

In many of today’s distributed-computing environments,
the CEs are linked by a delay-limited and bandwidth-
limited communication medium that inherently inflicts
tangible delays on internode communications and load
exchange. Examples include distributed systems over
wireless local-area networks (WLANs) as well as clusters
of geographically distant CEs connected over the Internet,
such as PlanetLab [1]. Although the majority of LB policies
developed heretofore take account of such time delays [2],
[3], [4], [5], [6], they are predicated on the assumption that
delays are deterministic. In actuality, delays are random in
such communication media, especially in the case of
WLANs. This is attributable to uncertainties associated
with the amount of traffic, congestion, and other unpre-
dictable factors within the network. Furthermore, unknown
characteristics (e.g., type of application and load size) of the
incoming loads cause the CEs to exhibit fluctuations in
runtime processing speeds. Earlier work by our group has

shown that LB policies that do not account for the delay
randomness may perform poorly in practical distributed-
computing settings where random delays are present [7].
For example, if nodes have dated, inaccurate information
about the state of other nodes, due to random communica-
tion delays between nodes, then this could result in
unnecessary periodic exchange of loads among them.
Consequently, certain nodes may become idle while loads
are in transit, a condition that would result in prolonging
the total completion time of a load.

Generally, the performance of LB in delay-infested
environments depends upon the selection of balancing
instants as well as the level of load-exchange allowed
between nodes. For example, if the network delay is
negligible within the context of a certain application, the
best performance is achieved by allowing every node to
send all its excess load (e.g., relative to the average load per
node in the system) to less-occupied nodes. On the other
hand, in the extreme case for which the network delays are
excessively large, it would be more prudent to reduce the
amount of load exchange so as to avoid time wasted while
loads are in transit. Clearly, in a practical delay-limited
distributed-computing setting, the amount of load to be
exchanged lies between these two extremes and the amount
of load-transfer has to be carefully chosen. A commonly
used parameter that serves to control the intensity of load
balancing is the LB gain.

In our earlier work [7], [8], we have shown that, for
distributed systems with realistic random communication
delays, limiting the number of balancing instants and
optimizing the performance over the choice of the balancing
times as well as the LB gain at each balancing instant can
result in significant improvement in computing efficiency.
This motivated us to look into the so-called one-shot
LB strategy. In particular, once nodes are initially assigned
a certain number of tasks, all nodes would together execute
LB only at one prescribed instant [8]. Monte Carlo studies
and real-time experiments conducted over WLAN con-
firmed our notion that, for a given initial load and average
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processing rates, there exist an optimal LB gain and an
optimal balancing instant associated with the one-shot
LB policy, which together minimize the average overall
completion time. This has also been verified analytically
through our regeneration-theory-based mathematical
model [9]. However, this analysis has been limited to only
two nodes and has focused on handling an initial load
without considering subsequent arrivals of loads.

In practice, external loads of different size (possibly
corresponding to different applications) arrive at a distrib-
uted-computing system randomly in time and node space.
Clearly, scheduling has to be done repeatedly to maintain
load balance in the system. Centralized LB schemes [10], [11]
store global information at one location and a designated
processor initiates LB cycles. The drawback of this scheme
is that the LB is paralyzed if the particular node that
controls LB fails. Such centralized schemes also require
synchronization among nodes. In contrast, in a distributed
LB scheme, every node executes balancing autonomously.
Moreover, the LB policy can be static or dynamic [2], [12]. In
a static LB policy, the scheduling decisions are predeter-
mined, while, in a dynamic load-balancing (DLB) policy,
the scheduling decisions are made at runtime. Thus, a
DLB policy can be made adaptive to changes in system
parameters, such as the traffic in the channel and the
unknown characteristics of the incoming loads. Addition-
ally, DLB can be performed based on either local informa-
tion (pertaining to neighboring nodes) [13], [14] or global
information, where complete knowledge of the entire
distributed system is needed before an LB action is
executed.

Due to the emergence of heterogeneous computing
systems over WLANs or the Internet, there is presently a
need for distributed DLB policies designed by considering
the randomness in delays and processing speeds of the
nodes. To date, a robust policy suited to delay-infested
distributed systems is not available, to the best of our
knowledge [3]. In this paper, we propose a sender-initiated
distributed DLB policy where each node autonomously
executes LB at every external load arrival at that node. The
DLB policy utilizes the optimal one-shot LB strategy each
time an LB episode is conducted, and it does not require
synchronization among nodes. Every time an external load
arrives at a node, only the receiver node executes a locally
optimal one-shot-LB action, which aims to minimize the
average overall completion time. This requires the general-
ization of the regeneration-theory-based queuing model for
the centralized one-shot LB [9]. Furthermore, every
LB action utilizes current system information that is
updated during runtime. Therefore, the DLB policy adapts
to the dynamic environment of the distributed system.

This paper is organized as follows: Section 2 contains the
general description of the LB model in a delay-limited
environment. In Section 3, we present the regeneration-
based stochastic analysis of the optimal multinode one-shot
LB policy and develop the proposed DLB policy. Experi-
mental results as well as analytical predictions and Monte
Carlo (MC) simulations are presented in Section 5. Finally,
our conclusions are given in Section 6.

2 PRELIMINARIES

To introduce the basic LB model, we present a review of the
queuing model that characterizes the stochastic dynamics of
the LB problem, as detailed in [7]. Consider a distributed
system of n nodes, where all nodes can communicate with

each other. If QiðtÞ is the queue length of the ith node at
time t, then, after time �t, the queue length increases due to
the arrival of external tasks, Jiðt; tþ�tÞ, as well as the
arrival of tasks that have been allocated to node i by other
nodes as a result of LB. Moreover, in the interval ½t; tþ�t�,
the queue QiðtÞ decreases according to the number of tasks
serviced by it, which we denote by Ciðt; tþ�tÞ. In addition,
node i may send a number of tasks to the other nodes in the
system in the same time interval. With these dynamics, the
queue length of node i can be cast in differential form as

Qiðtþ�tÞ ¼ QiðtÞ � Ciðt; tþ�tÞ þ Jiðt; tþ�tÞ
�
X
j6¼i

X
l

LjiðtÞIfti
l
¼tg

þ
X
j6¼i

X
k

Lijðt� �ij;kÞIftj
k
¼t��ij;kg;

ð1Þ

where ftikg
1
k¼1 is a sequence of LB instants for the ith node,

Ciðt; tþ�tÞ is a Poisson process (with rate �di ) describing
the random number of tasks completed in the interval
½t; tþ�tÞ, and �ij;k is the delay in transferring a random
load Lijðt� �ij;kÞ from node j to node i at the kth LB instant
of node j, and IA is an indicator function for the event A.

2.1 Methods for Allocating Loads in Load Balancing

At time t, a node (j, say) computes its excess load by
comparing its local load to the average overall load of the
system. More precisely, the excess load, Lexj ðtÞ, is random
and is given by

Lexj ðtÞ ¼
�
QjðtÞ �

�djPn
k¼1 �dk

Xn
l¼1

Qlðt� �jlÞ
�þ
; ð2Þ

where �jl is the communication delay from the lth to the

jth node (with the convention �ll ¼ 0), and ðxÞþ ¼4 maxðx; 0Þ:
Note that the second quantity inside the parentheses in (2) is

simply the fair share of node j from the totality of the loads in

the system. Also, we assume that Qlðt� �jlÞ ¼ 0 if t < �jl,

implying that node j assumes that node l has zero queue size

whenever the communication delay is bigger than t. This is a

more plausible way to calculate the excess load of a node in a

heterogeneous computing environment as compared to

earlier methods that did not consider the processing speed

of the nodes [7], [8], [9]. With the inclusion of the processing

speed of the nodes in (2), a slower node would have a larger

excess load than that of a faster node. Moreover, the excess

load has to be partitioned among then� 1 nodes by assigning

a larger portion to a node with smaller relative load. To this

end, we introduce two different approaches to calculate the

partitions, denoted by pij, which represent the fraction of the

excess load of node j to be sent to node i. Any such partition

should satisfy
Pn

l¼1 plj ¼ 1, where pjj ¼ 0 by definition.
The fractions pij for i 6¼ j, can be chosen as

pij ¼
1

n�2

�
1�

��1
di
Qiðt��jiÞP

l6¼j �
�1
dl
Qlðt��jlÞ

�
;
P

l6¼j Qlðt� �jlÞ > 0

�di=
P

k 6¼j �dk ; otherwise;

8<
: ð3Þ

where n � 3. Clearly, a node assigns a larger partition of its
excess load to a node with a small load relative to all other
candidate recipient nodes. Indeed, it is easy to check thatPn

l¼1 plj ¼ 1. For the special case when n ¼ 2, pij ¼ 1
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whenever i 6¼ j. But observe that pij � 1
n�2 for any node i.

This means that the maximum size of the partition
decreases as the number of nodes in the system increases,
irrespective of the processing rates of the nodes. Therefore,
this partition may not be effective in a scenario where some
nodes may have very high processing rates as compared to
most of the nodes in the system. This observation prompted
us to consider a second partition, which is described below.

In the second approach, the sender node locally calculates

the excess load for each node in the system and calculates the

portions to be transferred accordingly. For convenience,

define miðjÞðtÞ ¼
4
Qiðt� �jiÞ and let LexiðjÞðtÞ be the excess load

at node i, as calculated by node j. Then, by using a rationale

similar to that used in (2), we obtain the locally computed

excess load

LexiðjÞðtÞ ¼
4
miðjÞðtÞ �

�diPn
k¼1 �dk

Xn
l¼1

mlðjÞðtÞ: ð4Þ

It is straightforward to verify that
Pn

i¼1 L
ex
iðjÞðtÞ ¼ 0 almost

surely. The idea here is that node j may transfer loads only

to those nodes that are below the average load of the

system. Therefore, the partition pij can be defined as

pij ¼
LexiðjÞðtÞ=

P
l2I j L

ex
lðjÞðtÞ; i 2 I j

0; otherwise;

�
ð5Þ

where

I j ¼4 fi : LexiðjÞðtÞ < 0g:

The above partition is most effective when delays are
negligible, miðjÞðtÞ are deterministic, and tasks are arbitra-
rily divisible. In this case, if LB is executed together by all
the nodes that do not belong to I j, each node finishes its
tasks together, thereby minimizing the overall completion
time. The proof of optimality of this partition is shown in
Appendix A.

When delays are present, the partitions defined by (3) or
(5) may not be effective in general, and the proportions pij
must be adjusted. To incorporate this adjustment, the
adjusted load to be transferred to node i must be defined as

LijðtÞ ¼ bKijpijL
ex
j ðtÞc; ð6Þ

where bxc is the greatest integer less than or equal to x,
and the parameters Kij 2 ½0; 1� constitute the user-specified
LB gains. To summarize, the jth node first compares its
load to the average overall load of the system, then
partitions its excess load among n� 1 available nodes
using the fractions Kijpij, and dispatches the integral parts
of the adjusted excess loads to other nodes.

3 THEORY AND OPTIMIZATION OF LOAD

BALANCING

In this section, we characterize the expected value of the
overall completion time for a given initial load under the
centralized one-shot LB policy for an arbitrary number of
nodes. The overall completion time is defined as the
maximum over completion times for all nodes. We use
the theory to optimize the selection of the LB instant and the
LB gain. A distributed and adaptive version of the one-shot

is also developed and used to propose a sender-initiated
DLB policy. Throughout the paper, a task is the smallest
(indivisible) unit of load and load is a collection of tasks.

3.1 Centralized One-Shot Load Balancing

The centralized one-shot LB policy is a special case of the
model described in (1) with only one LB instant
permitted (i.e., til ¼ 1, for any i and any l � 2) and no
task arrival is permitted beyond the initial load
ðJiðt; tþ�tÞ ¼ 0; t > 0Þ. The objective is to calculate the
optimal values for the LB instant tb and LB gains Kij to
minimize the average overall completion time (AOCT).
We assume that each node broadcasts its queue size at
time t ¼ 0 and, for the moment, we will assume that all
nodes execute LB together at time tb with a common gain
Kij ¼ K. This latter assumption is relaxed in Section 3.2
to a setting where nodes execute LB autonomously.

3.1.1 The Notion of Knowledge State

We begin with our formal definition of the knowledge state of
the distributed system. In a system of n nodes, each node
receives n� 1 communications, each of which carries
queue-size information of the respective nodes. Depending
upon the choice of the balancing instant tb and the
realizations of the random communication delays, any
node may or may not receive a communication by the time
LB takes place. For each node j, we assign a binary vector ij
of size n that describes the knowledge state of the node. A
“1” entry for the kth component ðk 6¼ jÞ of ij indicates that
node j has already received the communication from
node k. By definition, the jth component of ij is always
“1.” Clearly, at t ¼ 0, all the entries of ij are set to 0, with the
exception of the jth entry, which is “1.” The system
knowledge state is the concatenated vector I ¼ ði1; . . . ; inÞ.
For example, in a three-node distributed system ðn ¼ 3Þ,
state I ¼ ð100; 011; 111Þ corresponds to the configuration for
which node 1 has no knowledge of nodes 2 and 3 (i.e.,
i1 ¼ ð100Þ), while node 2 has knowledge of node 3
ði2 ¼ ð011ÞÞ, and node 3 has knowledge of both nodes 1
and 2 ði3 ¼ ð111ÞÞ. Clearly, a total of n� ðn� 1Þ binary bits
(n� 1 bits per node) are needed to describe all possible I.
An all-ones I (all-zeros I) refers to the so-called informed
knowledge state (null knowledge state). Any other I is said to be
hybrid. Intuitively, the LB resulting from an informed state
should perform best; this is verified in Section 5.

3.1.2 Regenerative Equations

The concept of regeneration1 has proved to be a powerful
tool in the analysis of complex stochastic systems [15], [16],
[17]. The idea of our approach is to define a certain special
random variable, called the regeneration time, � , defined as
the time to the first completion of a task by any node or the first
arrival of a communication, whichever comes first. The key
feature of the event f� ¼ sg is that its occurrence will
regenerate queues at time s that have similar statistical
properties and dynamics as their predecessors, but possibly
with different initial configurations, viz., different initial

DHAKAL ET AL.: DYNAMIC LOAD BALANCING IN DISTRIBUTED SYSTEMS IN THE PRESENCE OF DELAYS: A REGENERATION-THEORY... 487

1. Consider a game where a gambler starts with fortune x 2 f0; 1; 2; . . . ;
20g dollars and bids a dollar at every hand, either winning or losing a
dollar. The game is over if he hits 0 or 20 dollars. Given the outcome of first
bidding, the process of regeneration can be seen as follows: If the gambler
wins (loses), the game starts again with xþ 1 dollars (x� 1 dollars).
Therefore, at every bidding, the same game regenerates itself, but with a
different initial condition.



load distribution if the initial event is a task completion or a
different knowledge state if the initial event is an arrival of
communication. We use the notions described above to
derive integral equations describing the expected time of
load completion under a predefined LB policy of Section 2.

Consider an n-node distributed computing system and
suppose that the service time (execution time for one task)
of the ith node follows exponential distribution with
parameter (inverse of the mean) �di . Although somewhat
restrictive, this is a meaningful assumption in order to
obtain an analytically tractable result. The communication
delays between the nodes, say the ith node and the
jth node, are also assumed to follow an exponential
distribution with rates �ij. Let Wi and Xij be the random
variables representing the time of the first task completion
at the ith node and the time of arrival of communication
from node j to node i, respectively. Note that the
regeneration random variable can now be written as

� ¼ minðmin
i
ðWiÞ;min

j 6¼i
ðXijÞÞ:

From basic probability, � is also an exponential random
variable with rate � ¼

Pn
i¼1ð�di þ

P
j6¼i �ijÞ.

To see how the idea of regeneration works, consider the
example for which the initial event occurs at time s happens
to be the execution of a task at node 1. This corresponds to
the occurrence of the event f� ¼ s; � ¼W1g. In this case,
queue dynamics remains unchanged except that node 1 will
now have one task less from its initial load. Thus, upon the
occurrence of this particular realization of the initial event,
the queues will reemerge at time s with a different initial
load. A similar behavior is observed if the initial event is the
arrival of a communication from node 2 to node 1 or,
equivalently, when the event f� ¼ s; � ¼ X12g occurs. In this
case, the newly emerged queues will have a new knowledge
state, where the second component of i1 is set to “1.”

Let T I
m1;...;mn

ðtbÞ be the overall completion time given that
the balancing is executed at time tb, where the ith node has
mi � 0 tasks at time t ¼ 0 and the system knowledge state is
I at time t ¼ 0. Exploiting the properties of conditional
expectation, we can write the AOCT as

E½T I
m1;...;mn

ðtbÞ� ¼ E E T I
m1;...;mn

ðtbÞ j �
h ih i

¼
Z 1

0

E T I
m1;...;mn

ðtbÞ j � ¼ s
h i

f�ðsÞds;
ð7Þ

where f� ðtÞ is the probability density function (pdf) of � .
Splitting the above integral, we get

E T I
m1;...;mn

ðtbÞ
h i

¼
Z tb

0

E T I
m1;...;mn

ðtbÞ j � ¼ s
h i

f� ðsÞds

þ
Z 1
tb

E T I
m1;...;mn

ðtbÞ j � ¼ s
h i

f�ðsÞds:
ð8Þ

For s > tb, the occurrence of the event f� ¼ sg implies that
no change occurred in initial configuration of the queues
until tb. So, conditional on the occurrence of f� ¼ sg with
s > tb, we can imagine new queues emerging indepen-
dently at tb, which are identically distributed to the queues
that originally emerged at time 0. Therefore,

E T I
m1;...;mn

ðtbÞ j � ¼ s
h i

¼ tb þ E T I
m1;...;mn

ð0Þ
h i

as long as s > tb.

On the other hand, for s � tb, we have

E T I
m1;...;mn

ðtbÞ j � ¼ s
h i

¼
Xn
i¼1

X
j6¼i

E T I
m1;...;mn

ðtbÞ j � ¼ s; � ¼ Xij

h i
P
n
� ¼ Xij j � ¼ s

o

þ
Xn
i¼1

E T I
m1;...;mn

ðtbÞ j � ¼ s; � ¼Wi

h i
P
n
� ¼Wi j � ¼ s

o
:

Suppose that, for s � tb, the event f� ¼ s; � ¼Wig occurs. In
this case, we can think of new queues emerging at time s,
independently of the original queues, which have the same
statistics as the original queues, had node i in the original
queue had mi � 1 tasks instead of mi tasks. Thus, the queue
has reemerged, or regenerated itself, with a different initial
load and, therefore,

E T I
m1;...;mn

ðtbÞ j � ¼ s; � ¼Wi

h i
¼

sþ E T I
m1;...;mi�1...;mn

ðtb � sÞ
h i

:

Similarly, if f� ¼ s; � ¼ Xijg occurs, we obtain

E T I
m1;...;mn

ðtbÞ j � ¼ s; � ¼ Xij

h i
¼ sþ E T Iij

m1;...;mn
ðtb � sÞ

h i
;

where Iij is identical to I with the exception that the
jth component of ii is 1.

Let �I
m1;...;mn

ðtbÞ :¼ E T I
m1;...;mn

ðtbÞ
h i

. In light of the regen-

eration-event decomposition and the conditional expecta-

tions described above, the quantities �I
m1;...;mn

ðtbÞ can be

characterized by the following set of 2nðn�1Þ (one for each

initial knowledge state I) integro-difference equations:

�I
m1;...;mn

ðtbÞ ¼
Z 1
tb

�I
m1;...;mn

ð0Þ þ tb
� �

f� ðsÞ ds

þ
Z tb

0

�Xn
i¼1

sþ �I
m1��1;i ;...;mn��n;iðtb � sÞ

� �
P
n
� ¼Wi j � ¼ s

o

þ
Xn
i¼1

X
j6¼i

sþ �Iij

m1;...;mn
ðtb � sÞ

� �
P
n
� ¼ Xijj� ¼ s

o�

� f�ðsÞ ds:
ð9Þ

Here, �j;i ¼ 1 is the Kronecker delta. By direct differentia-
tion of (9), we obtain

d�I
m1;...;mn

ðtbÞ
dtb

¼
Xn
i¼1

�di�
I
m1��1;i ;...;mn��n;iðtbÞ

þ
Xn
i¼1

X
j6¼i

�ij�
Iij

m1;...;mn
ðtbÞ � ��I

m1;...;mn
ðtbÞ þ 1:

ð10Þ

Each of these equations involves a recursion in the

variable appearing in the subscripts and superscripts of

�I
m1;...;mn

ðtbÞ, which has been exploited to solve them by

writing an efficient code. We also point out that, while

solving each of these equations, we need to solve for its

corresponding initial conditions, namely, �I
m1;...;mn

ð0Þ. For

simplicity, we will provide explicit solution of (10) to

compute the optimal LB gains and the optimal LB instant
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for n ¼ 2. Nonetheless, this will demonstrate the funda-

mental technique to calculate the initial condition for a

multinode system.

3.1.3 Special Case: n ¼ 2

In this case, (10) yields four equations involving �ð1k1;k21Þ
m1;m2

ðtbÞ
for ki 2 f0; 1g: In [9], a brute-force method (based on
conditional probabilities) was used to calculate �ð1k1;k21Þ

m1;m2
ð0Þ.

Now, we solve this more efficiently using the concept of
regeneration. Without loss of generality, suppose m1 > m2.
Using (2) and (6), and with p21 ¼ 1,

L21ð0Þ ¼
Kð�d2

m1��d1
m2Þ

�d1
þ�d2

j k
if ðk1; k2Þ 2 fð1; 0Þ; ð1; 1Þg

K�d2
m1

�d1
þ�d2

j k
; otherwise:

8<
:

ð11Þ

L12ð0Þ can be calculated similarly. For convenience, we
define L21 :¼ L21ð0Þ and L12 :¼ L12ð0Þ. The delay in trans-
ferring load Lij is termed as load-transfer delay from the jth
to the ith node. The load-transfer delay is assumed to follow
an exponential pdf with rate �tij , which is a function of Lij
(see Section 5.1). Suppose T1 is the waiting time at node 1
before all the tasks (including that sent from node 2) are
served. Let the cumulative distribution function (cdf) of T1

be denoted as FT1
ðr1;L12; tÞ, where r1 is the number of tasks

at node 1 just after LB is performed at time t ¼ 0, i.e.,
r1 ¼ m1 � L21, and L12 is the number of tasks in transit.
Applying the regeneration principle (for details, refer to
Appendix B), we obtain

dFT1
ðr1;L12; tÞ
dt

¼

� ð�d1
þ �t12

ÞFT1
ðr1;L12; tÞ þ �d1

FT1
ðr1 � 1;L12; tÞ

þ �t12
FT1
ðr1 þ L12; 0; tÞ:

ð12Þ

The initial conditions FT1
ð0;L12; tÞ and FT1

ðr1 þ L12; tÞ can
be further decomposed into simpler recursive equations by
invoking the regeneration theory once again. For simplicity
of notation, let FT1

ðtÞ :¼ FT1
ðr1;L12; tÞ. We can also calculate

FT2
ðtÞ using similar recursive differential equations. Now,

the overall completion time is TC ¼ maxðT1; T2Þ and recall
that its average E½TC � is �ð1k1;k21Þ

m1;m2
ð0Þ. By exploiting the

independence of T1 and T2, we obtain the explicit solution

�ð1k1;k21Þ
m1;m2

ð0Þ ¼ E maxðT1; T2Þ½ �

¼
Z 1

0

t fT1
ðtÞFT2

ðtÞ þ FT1
ðtÞfT2

ðtÞ½ � dt; ð13Þ

where fT1
ðtÞ and fT2

ðtÞ are the pdfs of T1 and T2, respectively.

3.2 A Policy for Dynamic Load Balancing

In this section, we modify the centralized one-shot
LB strategy to a distributed, adaptive setting and use it to
develop a sender-initiated DLB policy. The distributed one-
shot LB policy is different from the centralized one-shot
LB policy described in Section 3.1 in two ways: 1) It adapts
to varying system parameters such as load variability,
randomness in the channel delay, and variable runtime
processing speed of the nodes, and 2) the LB is performed
in an autonomous fashion, that is, each node selects its own
optimal LB instant and gain. (Recall that, according to the
centralized one-shot LB policy described in Section 3.1, after

the initial load assignment to nodes, all the nodes execute
LB synchronously using a common LB instant and gain.)
Each time an external load arrives at a node, the node
seeks an optimal one-shot LB action that minimizes the
load-completion time of the entire system, based on its
present load, its knowledge of the loads of other nodes, and
its knowledge of the system parameters at that time. For
clarity, we use the term external load to represent the loads
submitted to the system from some external source and not
the loads transferred from other nodes due to LB. We will
assume external load arrivals of random sizes. Each time an
external load is assumed to arrive randomly at any of the
nodes, independently of the arrivals of other external loads
to it and other nodes.

Consider a system of n distributed nodes with a given
initial load and assume that external loads arrive randomly
thereafter. We assume that nodes communicate with each
other at so-called “sync instants” on a regular basis. Upon
the arrival of each batch of external loads, the receiving
node and only the receiving node prompts itself to execute
an optimal distributed one-shot LB. Namely, it finds the
optimal LB instant and gain and executes an LB action
accordingly. Since load balancing is performed locally at the
external-load-receiving node, say, node j, the policy
depends only on its knowledge state vector ij, rather than
the system knowledge state I. Consequently, the number of
possible knowledge states become 2ðn�1Þ. Further, consider-
ing the periodic sync-exchanges between nodes, each node
in the system is continually assumed to be informed of the
states of other nodes. Hence, the only possible choice for the
knowledge state vector of each node j is ij ¼ ð1 � � � 1Þ � 1,
leading to a simpler optimization problem than the one
detailed earlier.

Suppose that an external arrival occurs at node j at time

t ¼ ta. We need to compute the optimal LB gain and optimal

LB instant for node j based on knowledge-state vector 1.

Clearly, according to the knowledge of node j at time ta, the

effective queue length of node k is mkðjÞðtaÞ. To recall,

mkðjÞðtaÞ ¼ Qkðta � �jk	 Þ, where �jk	 refers to the delay in the

most recent communication received by node j from node k.

The goal is to minimize �1
m1ðjÞ;...;mnðjÞ

ðta þ tbÞ, where tb is the

LB instant of node j measured from the time of arrival ta. By

setting ta ¼ 0, the system of queues, in the context of node j,

at time ta becomes statistically equivalent to the system of

queues at time 0 with initial load distribution mkðjÞ for all

k 2 f1; . . . ; ng. Therefore, we utilize the regeneration theory

to obtain the following difference-differential equation that

can be solved to calculate the optimal LB instant and the

optimal LB gain.

d�1
m1ðjÞ;...;mnðjÞ

ðtbÞ
dtb

¼
Xn
k¼1

�dk�
1
m1ðjÞ��1;k;...;mnðjÞ��n;kðtbÞ

� ��1
m1ðjÞ;...;mnðjÞ

ðtbÞ þ 1;

ð14Þ

where � ¼
Pn

k¼1 �dk . In addition, the optimization over tb
becomes unnecessary since node j is already in the

informed knowledge state 1. This claim will be verified in

Section 5.1, where the theoretical and experimental results

show that a node should perform LB immediately after it

gets informed. It simplifies our analysis as we can now set
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tb ¼ 0 and the LB gains that minimize �1
m1ðjÞ;...;mnðjÞ

ð0Þ can be

computed using difference equations. Therefore, in practice,

the optimal LB gains are calculated online by the receiver

node j and LB is performed instantly at time ta.

The initial condition �1
m1ðjÞ;...;mnðjÞ

ð0Þ can also be solved

based on similar techniques that were used to obtain (13). But

one notable difference here is that the local LB action taken by

node j at time 0 (measured from ta) does not consider future

load arrivals at node jdue to past or future LB actions at other

nodes. In general,Lkjð0Þ, for all k 6¼ j, are calculated based on

(2), (5), and (6), while settingLjkð0Þ ¼ 0 for allk. Therefore, we

would expect to obtain a different solution for locally optimal

K than the one provided by (10).
The system parameter, namely, the average processing

time per task ��1
di

, is updated locally by each node i. At
every sync instant, the node broadcasts its current proces-
sing rate and the current queue size. The added overhead in
transferring and processing the knowledge state informa-
tion grows in proportion to the arrival rates since the sync
periods are adjusted according to the arrival rates. The
second adaptive parameter is the mean transfer delay per
task �ji, which is updated by

�
ðkÞ
ji ¼ �

�ji;k
Lji;k

� �
þ ð1� �Þ�ðk�1Þ

ji ; ð15Þ

where �ji;k is the actual delay incurred in sending Lji;k tasks

to node j at the kth successful transmission of node i and

� 2 ½0; 1� is the so-called “forgetting factor” of the previous

estimation [18]. Also, �
ð0Þ
ji is calculated empirically from

many experimental realizations of delays in transferring

tasks from node i to node j. The forgetting factor can be

adjusted dynamically in order to accommodate drastic

changes in transfer delay per task. Steps for the DLB policy

are described in Appendix C.

4 DISTRIBUTED COMPUTING SYSTEM

ARCHITECTURE

The LB policy has been implemented on a distributed
computing system to experimentally determine its perfor-
mance. The system consists of CEs that are processing jobs
in a cooperative environment. The software architecture of
the distributed system is divided in three layers: applica-
tion, load-balancing, and communication. The application
used to illustrate the LB process is matrix multiplication,
where the processing of one task is defined as the
multiplication of one row by a static matrix duplicated on
all nodes. To achieve variability in the processing speed of
the nodes, the randomness is introduced in the size of each
task (row) by independently choosing its arithmetic preci-
sion with an exponential distribution. In addition, the
application layer needs to update the queue size informa-
tion of each node. The LB policy is implemented at the load-
balancing layer with a software using a multithreaded
process, where the POSIX-threads programming standard
is used. One of the threads schedules and triggers the
LB instants at predefined or calculated amount of times. In
our implementation, when an external load arrives at a

node that is transferring load, the required LB action is
delayed until the node completes the transfer. The commu-
nication layer of each node handles the transfer of data from
(to) that node to (from) the other nodes within the system.
Each node uses the UDP transport protocol to transfer its
current state information to the other nodes, while the TCP
transport protocol is used to transfer the application data
(tasks) between the CEs.

5 RESULTS

We present the theoretical, MC simulation, and experi-
mental results on the LB policies applied to the matrix
multiplication performed on a distributed system compris-
ing two nodes that are connected over 1) the Internet and
2) the UNM EECE infrastructure-based IEEE 802.11b
WLAN. Over the Internet, we employed a 650 MHz Intel
Pentium III processor-based computer (node 1) and a
2.66 GHz Intel P4 processor-based computer (node 2). For
the WLAN setup, node 1 was replaced with a 1 GHz
Transmeta Crusoe processor-based computer.

At first, experiments were performed to estimate the
system parameters, namely, the processing speed of the
nodes ð�diÞ, the communication rate ð�ijÞ, and the load-
transfer rate per task ð�tijÞ. In Fig. 1, we show the empirical
pdfs for the communication delay over the Internet as well
as the WLAN, each of which can be approximated with an
exponential pdf. In the experiments, each information
packet had a fixed size of 30 Bytes. In Fig. 2a, we see that
the average transfer delay grows linearly with the increase
in number of tasks. Further, in Fig. 2b, the transfer delay per
task can also be approximated as an exponential random
variable. These empirical results are in agreement with the
assumptions made in Section 3.

5.1 Centralized One-Shot LB Policy

In the experiments conducted over the Internet, node 1 and
node 2 were initially assigned 100 and 60 tasks, respectively,
where each task had a mean size of 120 Bytes. In this context,
the processing rates per task of node 1 and node 2 were found
to be 0.69 and 1.85, respectively. First, fixing the LB gain at
K ¼ 1, we optimized the AOCT by triggering the LB action at
different instants. The analytical and experimental results of
this optimization are shown in Fig. 3a. The experimental
results are plotted by taking the AOCTs obtained from
20 experiments for each tb. It can be seen that the AOCT
becomes small after tb ¼ 1s. This behavior is attributed to the
communication delay imposed by the channel. The empiri-
cally calculated average communication delay from node 1 to
node 2 was 0.7 s, and from node 2 to node 1 was 0.9 s.
Therefore, any LB action performed before 0.7 s is blind in the
sense that there is no knowledge of the initial load of the other
node; both nodes exchange tasks in this case. This behavior is
evident from the experimental results shown in Fig. 3b,
which depicts the mean number of tasks transferred as a
function of tb. Further, when LB action is taken between 0.7s
and 0.9s, then node 1 will most likely have knowledge of
node 2, while node 2 would not have knowledge of node 1.
Consequently, according to (6), node 1 sends a smaller
portion of its load to node 2 while node 2 still sends the same
amount of load to node 1. This means that the slower node
(node 1) would eventually execute more tasks than the faster
node (node 2); hence, a larger AOCT is expected. On the other
hand, any LB action taken after 1 s is not advantageous
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because there would be a low probability for information to
arrive. If tb is delayed for too long, the slower node ends up
computing more tasks, resulting in a larger AOCT (not
shown in the figure).

Our next goal is to minimize the AOCT over K while
keeping tb fixed. The experiments were performed with the
same initial configurations and the LB was triggered at 1 s
using different gains. The results obtained over the Internet
and WLAN are shown in Fig. 4. It is seen that the
theoretical, MC-simulation, and experimental results are
in good agreement and the optimal K is approximately 1.
This is almost equivalent to the hypothetical case when
transfer delay is absent, in which case, perfect LB is

achieved when K ¼ 1 (or when, on average, 55 tasks are
transferred from node 1 to node 2, as given by (6)). For
experiments over the Internet, the empirically calculated
average transfer delay per task was found to be 0.17 s and
the average delay to transfer 55 tasks from node 1 to node 2
is therefore approximately 9 s. On the other hand, node 2
does not finish its initial load until 32 s, which means that
there are no idle times at node 2 before the arrival of the
transfer. Therefore, any transfer incurring a delay less than
32 s is effectively equivalent, as far as node 2 is concerned,
to an instantaneous transfer. For experiments over WLAN,
the initial load at node 1 and node 2 were set to 100 and
60 tasks, respectively, while the processing rates per task
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Fig. 1. Empirical pdfs of the communication delay from node 1 to node 2 obtained (a) on the Internet and (b) on the EECE WLAN.

Fig. 2. (a) Mean delay as a function of the number of tasks transferred between nodes. The stars are the actual realizations from the experiments.
(b) Empirical pdf of the transfer delay per task on the Internet under a normal work-day operation.

Fig. 3. (a) The AOCT as a function of LB instants for the experiments over the Internet. The LB gain was fixed at 1. (b) The amount of load

transferred between nodes at different LB instants.



were estimated to be 1.07 and 1.85, respectively. The
average delay to transfer 55 tasks was 5.5 s and the optimal
performance was obtained for K ¼ 1, as expected.

These results motivate us to look further into the effect of
K on the AOCT. Specifically, we consider the types of
applications that impose a mean transfer delay greater than
the mean processing time of the initial load at the receiver
node, thereby resulting in an idle time for the receiving
node. This kind of situation can arise in real applications,
like processing of satellite images, where the images are
large in size and, thus, the time to transfer them is greater
than their processing time [19]. We simulated this type of
behavior by means of our matrix-multiplication setup by
increasing the mean size (in Bytes) of each row and
simultaneously reducing the number of columns to be
multiplied in the static matrix. Clearly, a larger row size
increases the mean transfer delay per row (task) as well as
the mean processing time per task. However, by reducing
the number of columns in the static matrix, the mean
processing time per task can be reduced. By using this
approach, we were able to achieve a mean delay per task of
0.72 s while keeping the processing rates at 1.06 and
3.78 tasks per second for node 1 and node 2, respectively.
The initial loads were still 100 and 60 tasks at nodes 1 and 2,
respectively. Now, according to (6), with K ¼ 1, the load to
be transferred from node 1 is 64 tasks, producing a delay of
46 s. On the other hand, node 2, on average, finishes its
initial load around 16 s, and it would therefore have long

idle time while it is awaiting the arrival of load. This
discussion is also supported by our theoretical and
experimental results shown in Fig. 5a, where the AOCT is
at minimum when K ¼ 0:7, which holds for both experi-
mental and theoretical curves. The error between the
theoretical and experimental minima is approximately
12 percent. Finally, Fig. 5b shows the analytical optimal
gain as a function of the mean transfer delay per task.

5.2 Proposed DLB Policy

In this section, we present the results on DLB policy for the
experiments conducted over the Internet, whereby external
loads of random sizes arrive randomly in time at any node
in the distributed system. To recall, each instant an external
load arrives to a node, the receiving node (and only the
receiving node) takes a local, optimal one-shot LB action to
minimize the AOCT of the total load in the system at that
instant. As external tasks arrive with a certain rate, the total
load and the overall completion time of the total load in the
system change with time. The performance of DLB policy is
now evaluated in terms of the average completion time per
task (ACTT) corresponding to all tasks that are executed
within a specified time-window, where the completion time
of each task is defined as the sum of the processing time, the
queuing time, and the transfer time of the task.

For all the experiments, the tasks are generated inde-
pendently according to a compound (or generalized)
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Fig. 4. The AOCT under different LB gains for (a) the Internet and (b) the WLAN. The LB instant was fixed at 1 s.

Fig. 5. (a) The AOCT as a function of the LB gain in presence of large transfer delay. The LB instant was fixed at 2 s. (b) The theoretical result on the

optimal LB gain for mean transfer delays per task.



Poisson process with Poisson-distributed marks [20]. More
precisely, the external loads arrive according to a Poisson
process, and the numbers of tasks at the load-arrival
instants constitute a sequence of independent and identi-
cally distributed Poisson random variables. (Recall that the
task size, in terms of Bytes per task, is also random,
according to a geometric distribution.) Note that, since the
proposed DLB policy is triggered by the arrival of tasks and
it is based on the actual realization of the task number in
each arrival, it is independent of the statistics of the number
of tasks per arrival as well as the statistics of the underlying
task-arrival process.

The experiments were conducted for three different

cases: Experiment 1: Node 1 receives, on average, 55 external

tasks at each arrival and the average interarrival time is set

to be 40 s, while no external tasks are generated at node 2.

Experiment 2: Node 2 receives, on average, 22 external tasks

at each arrival and the average interarrival time is 9 s, while

no external tasks are generated at node 1. Experiment 3:

Nodes 1 and 2 independently receive, on average, 16 and

40 external tasks, respectively, at each arrival and the

average interarrival times are 20 s and 18 s for nodes 1

and 2, respectively. The empirical estimates of the proces-

sing rates of nodes 1 and 2 were found to be 1.06 and

3.78 tasks per second, respectively. The estimate of the

average transfer delay per task, �
ðkÞ
ji , is updated after every

transfer of tasks according to (15), with �
ð0Þ
ji ¼ :85 s and

� ¼ :05.
Each experiment was conducted for a period (time-

window) of 1 hour and the ACTT corresponding to each
case is listed in Table 1. We also show the ACTT obtained
using static policies that perform LB with fixed gains of
K ¼ 0:1 and K ¼ 1 at all arrival instants. It is clear from
Table 1 that the ACTT is the minimum for the DLB policy
for all three experiments. Considering Experiment 1, note
that the average rate of arrival at node 1 is 1.37 tasks per
second since the interarrival times are independent of
arrival sizes. Therefore, the average arrival rate of node 1 is
greater than its processing rate (1.06 tasks per second), but it
is smaller than the combined processing rates of the nodes.
With LB, some portion of the arriving tasks is diverted to
node 2, which reduces the effective arrival rate at node 1
and thus avoids load accumulation. In the static LB policy
with K ¼ 0:1, node 1 keeps 90 percent of its excess load and,
hence, the effective arrival rate at node 1 remains larger
than its processing rate. Therefore, the queue-length
accumulates with every arrival, which results in a greater
queuing delay, and thus, excess ACTT. In contrast, in the

static policy with K ¼ 1, node 1 sends all of its excess load
to node 2 at every LB instant. However, each batch of
transferred load undergoes a large delay, resulting in an
increase in ACTT.

In the case of Experiment 2, the average rate of arrival at
node 2 is 2.44 tasks per second, which is smaller than the
processing speed of node 2. As a result, the static LB with
K ¼ 1 gives a reduced ACTT compared to K ¼ 0:1, mean-
ing that the increase in ACTT due to queuing delay at
node 2 for K ¼ 0:1 is greater than the increase in ACTT
caused by the transfer delay when K ¼ 1. However, the
DLB outperforms the static case of K ¼ 1 due to excessive
delay in load transfer associated to this static LB case. For
Experiment 3, the ACTTs are evidently similar under both
K ¼ 0:1 and K ¼ 1 static LB policies. This is because ACTT
is dominated by queuing delay in the K ¼ 0:1 (at the slower
node 1) case while it is dominated by transfer delay in the
K ¼ 1 case. On the other hand, the DLB policy effectively
uses the system resources, viz., the nodes and the channel,
to avoid excessive queuing delay as well as the transfer
delay.

We now look at the effect of LB policies on the system
processing rate (SPR), which is calculated as the total number
of tasks executed by the system in a certain time-window
divided by the active time of the system. The active time of
the system within a time-window is defined as the
aggregate of all times for which there is at least one task
in the system that is either being processed or being
transferred. The SPR achieved under different LB policies
are listed in Table 1. It is interesting to note that, in the case
of Experiment 1, better SPR is achieved with K ¼ 0:1 than
with K ¼ 1, despite the fact that the latter performs better in
terms of ACTT. To explain this behavior, we first need to
look at one extreme case when no LB is performed. In this
case, the SPR is always equal to �d1

independently of the
size of time window. However, as we increase the time
window, the ACTT diverges to infinity since the average
rate of arrival is bigger than the average processing rate of
node 1. The performance for the case of a weak LB action
with K ¼ 0:1 is found to be similar to the extreme case of no
LB. In the second case, when LB is performed with K ¼ 1,
the active time of the system gets dominated by times when
there are tasks in transfer while both nodes are idle.
Consequently, the number of tasks processed by the system
is less while the active time of the system may increase,
resulting in a reduced SPR. However, the LB action taken
by node 1 reduces the effective arrival rate at node 1 below
its processing rate. As a result, the ACTT of the system is
bounded.
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In the case of DLB policy, LB gains are chosen small
enough to avoid large transfer delays but large enough to
lower the effective arrival rate at node 1. Therefore, for
Experiment 1, the DLB policy achieves the maximum SPR
and the minimum ACTT. The fact that nodes have large idle
times while there are tasks in transfer for the case of K ¼ 1
is depicted in Fig. 6. Observe that, when there is an arrival
of 70 tasks at node 1 around 2,250 s, 55 tasks are transferred
to node 2. On the other hand, node 2 has an empty queue at
the arrival instant of node 1 and, due to the transfer delay, it
must wait another 50 s to receive the tasks. Further, node 1
finishes the remaining 15 tasks and becomes idle by the
time node 2 gets the transferred load. This behavior is
repeated at all arrival instants, which are marked by arrows
in Fig. 6a. In contrast, from Fig. 6b, it can be seen that the
transfer delay mostly overlaps with the working times of
the sender node, which results in smaller idle times on both
nodes. Similar results are observed for Experiment 2.

In the case of Experiment 3, node 1 and node 2 receive
external loads at a rate of 0.8 and 2.2 tasks per second,
respectively. This means that, even if no LB is performed,
both nodes process their own tasks without being idle for a
long time. Therefore, the SPR is expected to be close to the
sum of the processing rates of the nodes. However, when
LB is performed, nodes may become idle due to the transfer
delay, resulting in smaller SPR. This is evident from our
results of Experiment 3 where the static LB policy with
K ¼ 0:1 achieves maximum SPR. On the other hand, the
DLB policy transfers the right amount of tasks at every
LB instant, so that the transfer delays plus the queuing
delays at the receiving node are smaller than the queuing
delays for those tasks at the sender node. This reduces the
ACTT but may or may not increase SPR depending on the
resulting active time.

5.3 Comparison to Other DLB Policies

Next, we will compare the performance of our DLB policy
to versions of two existing LB policies for heterogeneous
and dynamic computing, namely, the shortest-expected-
delay (SED) policy [21] and the never-queue (NQ) policy
[22], which we have adapted to our distributed-computing
setting. Suppose that external arrival of x tasks occurs at
node i at time t. Let mjðiÞðtÞ be the queue lengths of node j
as per the knowledge of node i at time t. Let ljðiÞðtÞ be the
ACTT for the batch of x external tasks if all the external
tasks join the queue of node j. The average completion time
per task (per batch of x arriving tasks) can be expressed as

ljðiÞðtÞ ¼
1

x

Xx
r¼1

mjðiÞðtÞ þ r
�dj

þ �ðkÞji x
� �

¼
mjðiÞðtÞ
�dj

þ xþ 1

2�dj
þ �ðkÞji x; ð16Þ

where �
ðkÞ
ji is the kth update of average transfer delay per

task sent from node i to node j (with �
ðkÞ
ii ¼ 0). In the SED

policy, the batch of x tasks is assigned to the node that
achieves the minimum ACTT. Therefore, the receiver node
is identified as argminjðljðiÞðtÞÞ. On the other hand, in the
NQ policy, all external loads are assigned to a node that has
an empty queue. If more than one node have an empty
queue, the SED policy is invoked among the nodes with the
empty queues to choose a receiver node. Similarly, if none
of the queues is empty, the SED policy is invoked again to
choose the receiver node among all the nodes.

We implemented the SED and the NQ policies to
perform the distributed computing experiments on our
testbed. The experiments were conducted between two
nodes connected over the Internet (keeping the same
processing speeds per task). We performed three types of
experiments for each policy: 1) node 1 receiving, on
average, 20 tasks at each arrival and the average interarrival
time set to 12 s while no external tasks were generated at
node 2, 2) node 2 receiving, on average, 25 tasks at each
arrival and the average interarrival time set to 8 s, and
3) node 1 and node 2 independently receiving, on average,
10 and 15 external tasks at each arrival and the average
interarrival times set to 8 s and 7 s, respectively. Each
experiment was conducted for a two-hour period. The
results, shown in Table 2, suggest that the ACTT achieved
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Fig. 6. One realization of the queues under a static LB policy using (a) a fixed gain K ¼ 1 and (b) DLB policy.

TABLE 2
Experimental Results of ACTT



from the DLB policy is approximately half the ACTT
achieved from either the SED or NQ policies.

It should be noted that the complexity of solving (14)

grows with the number of nodes and the added computa-

tional overhead needs to be considered as well. Specifically,

when the delays imposed by the channel differ according to

paths between nodes, the LB gains Kij, for all i, can no

longer be parameterized by one value K. In such cases, it is

not computationally efficient to perform the online optimi-

zation required by the DLB policy. While this analysis is not

within the scope of this paper, we would like to suggest a

suboptimal solution for the LB gains that can easily be

obtained based on the solution for a two-node system.

Suppose that, in an n-node distributed system, node j

receives external load at time ta and an LB action needs to

be triggered instantly. Based on the knowledge of node j

about the queue lengths of all other nodes, the excess load

of node j as well as the partitions pij can easily be calculated

using the equations given in Section 2. In order to calculate

the optimal LB gain Kij, for each i 6¼ j, fix a node pair ði; jÞ
and assume that Kkj ¼ 1 for all k 6¼ i; j, meaning node j

could send full partition pkj of the excess load to all other

nodes except node i. Now, the problem reduces to finding

the optimal gain Kij for a two-node system ði; jÞ, where,

after the execution of LB, nodes i and j have loads miðjÞðtaÞ
and mjðjÞðtaÞ �

P
k6¼i;jbpkjLexj ðtaÞc � bKijpijL

ex
j ðtaÞc, respec-

tively, while bKijpijL
ex
j ðtaÞc tasks are in transit to node i.

Regeneration theory can now be utilized to obtain differ-

ence equations that can be solved easily to compute the

optimal Kij. In summary, we would need to solve at most

n� 1 independent two-dimensional difference equations,

one equation for each i 6¼ j, as compared to solving one

n-dimensional difference equation given by (14). Therefore,

in this suboptimal approach, an efficient automated code

can be used to compute the optimal gains online.

6 CONCLUSION

A continuous-time stochastic model has been formulated
for the queues’ dynamics of a distributed computing
system in the context of load balancing. The model takes
into account the randomness in delay and allows random
arrivals of external loads. At first, the model was
simplified by relaxing external arrivals of loads and an
optimization problem was formulated for minimizing the
average overall completion time. Based on the theory of
regeneration, we showed that a one-shot load balancing
policy can be optimized over the balancing gain and the
balancing instant that together minimize the average
overall completion time for a certain initial load. We also
looked at the interplay between the balancing gain and the
size of the random delay in the channel. The theoretical
predictions, MC simulations, and the experimental results
all showed that, when the average transfer delay per task is
large compared to the average processing time per task,
reduced load-balancing strength (or gain) minimizes the
average overall completion time.

The optimal one-shot load-balancing approach was then
adapted to develop a distributed anddynamic load-balancing
policy in which, at every external load arrival, the receiver

node executes load balancing autonomously. Further, the
optimal gains are calculated on-the-fly, based on the system
parameters that are adaptively updated. Thus, the dynamic-
load-balancing policy can adapt to the changing traffic
conditions in the channel as well as the change in task
processing rates induced from the type of applications. We
have shown experimentally that the proposed dynamic-load-
balancing policy minimizes the average completion time per
task while improving the system processing rate. The inter-
play between the queuing delays and the transfer delays as
well as their effects on the average completion time per task
and system processing rate were investigated. In particular,
the average completion time per task achieved under the
proposed dynamic-load-balancing policy is significantly less
than those achieved by the commonly used SED and
NQ policies. This is attributable to the fact that the dynamic-
load-balancing policy achieves a higher success, in compar-
ison to the SED and NQ policies, in reducing the likelihood of
nodes being idle while there are tasks in the system,
comprising tasks in the queues as well as those in transit.

Our future work considers the implementation and
evaluation of the proposed suboptimal solution on a
multinode system. To this end, we will consider a wireless
sensor network where the nodes are constrained in
computing power as well as power consumption.

APPENDIX A

OPTIMALITY OF PARTITIONS IN THE IDEAL CASE

By ideal case, we mean that there are no delays, the queues
are deterministic, and the tasks are arbitrarily divisible. This
effectively means that each node in the system has the exact
queue size of other nodes. Consequently, it follows that
miðjÞðtÞ ¼ QiðtÞ, I j ¼ I , and pij � pi, independently of j.
Assume further that LB actions are executed together at
time t at all the nodes that do not belong to I . Let Qf

i ðtÞ be
the total load at node i 2 I after the execution of LB. Then,

Qf
i ðtÞ ¼ QiðtÞ þ pi

X
j2I c

Lexj ðtÞ

¼ QiðtÞ þ
Lexi ðtÞP
j2I L

ex
j ðtÞ

X
j2I c

Lexj ðtÞ:
ð17Þ

Since
Pn

j¼1 L
ex
j ðtÞ ¼ 0, we have
X

j2I L
ex
j ðtÞ ¼ �

X
j2I c L

ex
j ðtÞ:

Therefore,

Qf
i ðtÞ ¼ QiðtÞ � Lexi ðtÞ ¼ �di

Pn
l¼1 QlðtÞPn
l¼1 �dl

: ð18Þ

Clearly, the overall completion time is

Pn

l¼1
QlðtÞPn

l¼1
�dl

for all the
nodes.

APPENDIX B

DERIVATION OF RENEWAL EQUATIONS

Consider the integro-difference equation given in (9). By

exploiting the fact that the minimum of independent

exponential random variables is also an exponential

random variable, we obtain f� ðtÞ ¼ �e��tuðtÞ, where � ¼Pn
i¼1ð�di þ

P
j6¼i �ijÞ: Further, Pf� ¼Wi j � ¼ sg ¼

�di
� and

Pf� ¼ Xij j � ¼ sg ¼ �ij
� . Therefore, (9) can be written as
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�I
m1;...;mn

ðtbÞ ¼ �I
m1;...;mn

ð0Þ þ tb
� �Z 1

tb

�e��s ds

þ
Z tb

0

se��sds

Z tb

0

�Xn
i¼1

�di�
I
m1��1;i ;...;mn��n;iðtb � sÞ

þ
Xn
i¼1

X
j6¼i

�ij�
Iij

m1;...;mn
ðtb � sÞ

�
e��sds:

ð19Þ

Using the Leibnitz integral rule and change of variables, it is
easy to show that

d

dtb

Z tb

0

�di�
I
m1��1;i ;...;mn��n;iðtb � sÞe

��sds ¼

� �
Z tb

0

�di�
I
m1��1;i ;...;mn��n;iðtb � sÞe

��sds

þ �di�I
m1��1;i ;...;mn��n;iðtbÞ:

ð20Þ

Differentiating (19) with tb, using identities similar to (20)
and arranging the terms, we get (10).

Next, we present the integro-difference equations to
characterize FT1

ðr1;L12; tÞ, which will lead to (12) after
differentiation with respect to t. Let T1ðr1;L12Þ � T1 be the
total completion time of node 1, and we are interested in
calculating FT1

ðr1;L12; tÞ ¼ PfT1ðr1;L12Þ � tg. With LB at
time t ¼ 0, the regeneration event at node 1 can either be the
arrival of L12 load sent by node 2 or the execution of a task
by node 1 (if r1 > 0). If the regeneration event at time s 2
½0; t� is the arrival of L12 load, using the memoryless
property of exponential r.v., we obtain a new queue at
node 1 having r1 þ L12 load with exponential service time
for each task, while there is no load in transit. Therefore, we
need to calculate PfT1ðr1 þ L12; 0Þ � t� sg. Instead, if the
regeneration event is the task execution at node 1, we need
to look at PfT1ðr1 � 1;L12Þ � t� sg. Therefore,

P T1ðr1;L12Þ � tf g ¼
Z t

0

f�ðsÞ
�
P T1ðr1 � 1;L12Þ � t� sf g�d1

�

þ P T1ðr1 þ L12; 0Þ � t� sf g�t21

�

�
ds;

where � ¼ �d1
þ �t21

. We can solve for PfT2ðr2;L21Þ � tg
similarly.

APPENDIX C

DETAILED ALGORITHM FOR DYNAMIC LOAD

BALANCING

For an n-node distributed system, we specify the “sync”
periods for each node by �j, j ¼ 1; . . . ; n. These are the
periods, for each node, at which each node broadcasts its
queue length and processing speed to other nodes. (In our
experiments, we used a common sync period of 1 s.)

Algorithm:

8t � 0, at every node j, the DLB algorithm is:

if modðt; �jÞ ¼ 0 then

Broadcast current queue size and current processing rate

end if

if “sync” is received then

Update queue size and processing rate of the sender node

end if

if external-load is received, say at time t ¼ ta then

Calculate local excess load from (2), partitions from (3) or

(5), and optimal Kij from (14)

Perform LB only by node j in accordance to (6)

Update �kij using (15) after each load transmission

numbered by k

end if
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